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METHOD

We estimate the learning effect of a class as the number of samples whose predictions fall above a high fixed threshold and into this class:

SUMMARY

e We propose Curriculum Pseudo Labeling
(CPL) to improve the convergence and ac-
curacy of SSL.
(https://arxiv.org/abs/2110.08263)
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FlexMatch, the integration of FixMatch and

We then apply the following normalization to o,(c) to make its range between 0 and 1. Particularly, we further rewrite the denominator as the max of the

CPL, achieves state-of-the-art results.
best-learned class and unused class, which can be considered as a threshold warm-up process.

e We open-source TorchSSL, a unified
PyTorch-based semi-supervised learning By(c) = 0+(c) (6) Bi(c) = . 7:(¢) — (11)
codebase for the fair study of SSL algo- Hax o max { maxoy, N — 5 oy 5
rithms. e T c

(https://qithub.com/TorchSSL/TorchSSL) | | |
Finally, the normalized estimated learning effects are used to scale the pre-defined high threshold for different classes at different time steps. A customized

mapping function can be further applied as described in Eq.(12):
Te(c) = Bi(c) -7 (7) = M(Bi(c)) - 7

Putting all these together, we define the unsupervised loss, supervised loss, and the total loss as:

Ti(c) (12)
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Table 1: Error rates on CIFAR-10/100, SVHN, and STL-10 datasets. The ‘Flex” prefix denotes

applying CPL to the algorithm, and ‘PL’ 1s an abbreviation of Pseudo-Labeling. STL-10 dataset does
not have label information for unlabeled data, thus its fully-supervised result 1s unavailable.

(c) FixMatch: 56.4% (d) FlexMatch: 94.3%

Adjust
flexible
thresholds,

With a high fixed threshold, samples of hard-
to-learn classes with low confidence are more

s
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Dataset CIFAR-10 CIFAR-100 STL-10 SVHN
likely to be filtered out. Label Amount 40 250 4000 400 2500 10000 40 250 1000 40 1000
Al'g‘;:ﬂ::: -I*YFl—ex{l\(d:Ch alg)‘ffilhf;l-(l M)}, U ={un:ne(l,...,N)} {MIlabeled data and PL 69.51+455 41.02+356 13.15+184 | 86.10+150 58.00+038 36.48+013 | 74.48+148 55.63+538 31.80+029 | 60.324246 9.56+025
. . . N e led data”"j’ym | S Flex-PL 65.41+135 36.37+157 10.82+004 | 74.85+153 44.15+019  29.13+026 | 69.26+060 41.28+046 24.63+0.14 | 36.90+1.19  8.64-+008
Wlth d hlgh flxed tl'u:'ESI‘lO1(1/ eaCh batCh may Uy, =—1:ne€ (1 N) {Initialize predictions of all unlabeled data as -1 indicating unused. }

] o . while not reach the maximum iteration do ‘ UDA 7.334203  S5.114+007  4.20+0.12 | 44.99+228 27.59+024 22.09+0.19 | 37314303 12.07+150  6.65+025 | 4.40+231 1.93+0.01
contain more easy samples than difficult ones - orc=110C do Flex-UDA 5334013 5.05:002  4.07+006 | 33.642092 2434020 20.07:015 | 12.84260  8.05:021  5.77x00s | 3784167 1.97-006
which is bad for the global convergence and the o = (g =) Lo e e feaming e FixMatch 6.78+050  4.95+t007  4.09+002 | 46764079 28.15t081 22474066 | 35424643 10494103 6202020 | 4361216 1.97+003
flnal accuracy Of dlfflcult ClaSSQS Calculate 5(c) Es=1}:1g ch 11) {Threshold warms up when unused data dominate. } FlexMatch 4.99+0.16 4.80-+0.06 3.95+003 | 32.44+199 23.85+023 19.92+006 | 10.87+1.15 7.71+0.14 5.56+0.22 5.36+238 2.86+091

. else .
Calculate /3(c) using Eq. (6) { Compute normalized estimated learning effect. } Fully-Supervised 4.45+ 0.12 19.07+0.18 2.14+ 0.02

With flexible thresholds, FlexMatch (d) is able

end if

Calculate 7 (c) using Eq. (7) {Determine the flexible threshold for class c.}
end for

forb=1touB do
if p,,, (y|w(up)) > 7 then
U, = argmax g, { Update the prediction of unlabeled data . }
end if

. d fi Method Top-1 Top- . « g .

ing. , E:';n;ﬁlfm the loss via Eq. ). (T0) and ) Fi:MZtch 421’08 1‘9’1’52 e CPL improves the performance of existing SSL algorithms.
. €na wnue . .
. Return: Model parameters. FlexMatch 3521  13.96

to improve the accuracy of difficult classes com-
pared to FixMatch (c) in the early stage of train-

Table 2: Error rate results on

esults  CPL achieves better performance on tasks with limited labeled data.
ImageNet after 220 iterations.

e CPL achieves better performance on complicated tasks.




