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Background 

Minimax optimization recently has attracted increased interest due to 
advance in machine learning applications such as generative 
adversarial networks (GANs), robust neural networks training, fair 
learning and federated learning. For example, distributionally robust 
federated learning can be represented a minimax optimization 
problem, 
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Background 

So recently many methods have been developed to solve these 
minimax optimization problems. For example, the gradient 
descent ascent method and its variants have been widely studied.  
 

 
Although recently many methods have been proposed to solve 
these minimax problems, they suffer from a high gradient 
complexity and only focus on some specific minimax problems. 
 

 Thus, in the paper, we propose a class of efficient mirror descent 
ascent methods for solving nonconvex-strongly-concave minimax 
problems with nonsmooth regularization.  



6 

 Background 

 Mirror Descent Algorithm 

 Our Mirror Descent Ascent Methods 

 Theoretical Results 

 Experimental Results 

 Conclusions 



7 

Mirror Descent  

A proximal viewpoint to Projected Gradient Descent 

From Yuxin Chen’ Slides 
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Mirror Descent  

This quadratic proximity term only can deal with some homogeneous  local 
geometry of objective function, but not deal with some inhomogeneous  or 
even non-Euclidean local geometry of objective function. Thus, the mirror 
descent method use the Bregman distance instead of Euclidean distance. 
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  Experimental Results 
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  Experimental Results 

1) Fair Classification 



23 

  Experimental Results 



24 

  Experimental Results 

2) Robust Neural Network Training 
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Conclusions 

1) We proposed a class of efficient mirror descent ascent 
methods for solving non-smooth non-convex minimax 
problems; 

2) We provided a convergence analysis framework for the 
proposed methods, and proved our methods reach a 
near optimal gradient (or sample) complexity than the 
existing methods. 
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Thanks! 
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