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Goal task: 3D Human Pose Recovery

● Inferring the 3D human pose from monocular RGB images.

Goal task Problem Setting Motivation Approach Key Results Summary
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Domain adaptation: improving deployability of available solution

Goal task Problem Setting Motivation Approach Key Results Summary

Mesh recovery requires

a) Articulation-centric sup.
    (e.g., 3D pose, 2D pose)

b) Shape-centric sup.
    (e.g., Silhouette)

Domain-1 (in-the-wild)

Domain-2 (Low-res)

Domain-3 (Thermal)

Target 
adaptation

Target Label requirement 
(reducing sup. levels)

1. 3D pose GT

2. 2D pose + Silhouette GT

3. Only 2D pose GT

4. Only Silhouette GT

Synthetic 
SURREAL

In-studio 
H3.6M
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Source 
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CNN



Domain adaptation: improving deployability of available solution

Target Label requirement 
(reducing sup. levels)

1. 3D pose GT

2. 2D pose + Silhouette GT

3. Only 2D pose GT

4. Only Silhouette GT

Mesh recovery requires

a) Articulation-centric sup.
    (e.g., 3D pose, 2D pose)

b) Shape-centric sup.
    (e.g., Silhouette)

One must minimize the target label requirements for convenient deployment. 

Goal task Problem Setting Motivation Approach Key Results Summary

Available 3D pose capturing systems are 
difficult to configure in outdoors

Gathering 2D pose annotation 
involves manual intervention



Domain adaptation: improving deployability of available solution

Target Label requirement 
(reducing sup. levels)

1. 3D pose GT

2. 2D pose + Silhouette GT

3. Only 2D pose GT

4. Only Silhouette GT

Mesh recovery requires

a) Articulation-centric sup.
    (e.g., 3D pose, 2D pose)

b) Shape-centric sup.
    (e.g., Silhouette)

We aim to build an adaptation framework that relies only on silhouette supervision. 

Domain-1 (in-the-wild)

Unlabeled 
target 

domains

Domain-2 (Low-res)

Domain-3 (Thermal)

Silhouette
Extraction is 

unaffected by 
domain-shift

● Silhouette extracted via classical vision based BG subtraction on static 
camera feed is found to be considerably robust against domain-shifts.

Goal task Approach Key Results SummaryMotivationProblem Setting



Challenges: developing silhouette based self-adaptive framework

Goal task Problem Setting Motivation Approach Key Results Summary

These silhouette losses are not self-sufficient 
(Requires to be employed in tandem with a direct 3D or 2D pose supervision)

● Don’t provide reliable articulation centric supervision → degenerate solution

Silhouette losses used in literature:

● Pixel-level L1 or cross-entropy → no gradient along spatial directionA

loss

Shape-
centric 
loss

A

No spatial grad.

B

No spatial grad. 
inside flat valley

loss

Arrows 
indicate 

spatial grad.

Articulation-
centric 
loss

B Chamfer loss b/w the 2D silhouette point sets → remains shape-centric

[1] Lassner et. al. “Unite the people: Closing the loop between 3d and 2d human representations” , CVPR ‘17
[2] Pavlakos et. al. “Learning to estimate 3d human pose and shape from a single color image. ” , CVPR ‘18



Goal task Approach Key Results Summary

● This facilitates an auxiliary articulation-centric supervision in the absence of 2D/3D pose GT.

● A new representation, termed as “topological-skeleton” to devise a novel self-sufficient  silhouette loss.
     (Topological-skeleton is a thin-lined pattern that represents the geometric and structural core of a silhouette mask.)

Proposed solution: disentangle topological-skeleton from raw silhouettes
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Goal task Problem Setting Motivation Approach Key Results SummaryGoal task Problem Setting

Proposed solution: using topological-skeleton for self-adaptation

● Requirements to realize this framework:    

      a) A way to obtain binary silhouettes from the predicted mesh.

? ?

      b) Differentiable topology extraction module

?
Prediction branch GT branch

?

      c) A reliable loss on the extracted topology 



Goal task Problem Setting Key Results SummaryGoal task Problem Setting

Approach: notations and modules

Differentiable
Rendering 
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Pose prior

SMPL model

Motivation Approach

● Obtaining the mesh for an image I via the SMPL regressor.



Goal task Problem Setting Key Results SummaryGoal task Problem Setting
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Motivation Approach

a) M2S: A differentiable rendering module for obtaining silhouettes from predicted mesh.

Approach: notations and modules



Goal task Problem Setting Key Results SummaryGoal task Problem Setting
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Motivation Approach

b) A differentiable formulation for extracting topological-skeleton via distance-maps..

a) M2S: A differentiable rendering module for obtaining silhouettes from predicted mesh.

Approach: notations and modules



Goal task Problem Setting Motivation Approach Key Results Summary

An adaptation framework utilizing only silhouette sup. can facilitate convenient deployment.  

Approach: notations and modules

a) Distance-map, D (extracted from silhouette S)

● A spatial map D(u), whose intensity at each pixel-location u ∈ U 
represents its distance from the closest mask-boundary pixel of S.

● Inwards distance-map, Din(u)

● Outwards distance-map, Dout(u)

S2D

b) Topological-skeleton, T (extracted from Din)

● A thin-lined pattern that represents the geometric and structural 
core of a silhouette mask S.

● Realized as the ridges-lines of Din.

D2T

S2D

[1] Golland et. al. “Fixed topology skeletons”. In CVPR, 2000
[2] Chang et. al. “Extracting skeletons from distance maps”. In IJCSNS, 2007.



Goal task Problem Setting Motivation Approach Key Results Summary

Approach: internal implementation details of sub-modules
C

N
N M2S
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● Distance map via Iterative thinning
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● Topology as ridge lines of Din
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Approach: notations and modules

c) Devising a alignment loss between     and     . 

b) A differentiable formulation for extracting topological-skeleton via distance-maps..

a) M2S: A differentiable rendering module for obtaining silhouettes from predicted mesh.
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Approach: the topological alignment objective

Prediction 
branch

GT 
branch

Devising a loss between     and 

How can we avoid spatial-map to point-set 
mapping?

● Chamfer loss → requires point-set conversion.

S2D

Alignment-support

S2D

Alignment-support

Solution: Formalize an equivalent of Chamfer using 
outwards distance-map Dout.

● Chamfer inspired loss on spatial maps.

● L2/L1 loss → no spatial grad.
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Approach: a summary

a) silhouette obtained via differentiable rendering module. (M2S)

b) topological-skeleton extracted from silhouettes as ridge lines in distance maps.
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Approach: a summary
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c) formalized an alignment loss between     and     . 

a) silhouette obtained via differentiable rendering module. (M2S)

b) topological-skeleton extracted from silhouettes as ridge lines in distance maps.
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Results: adaptation from Synthetic to Real

Evaluated on 
Human3.6M

against self-supervised prior-arts

Syn.
SURREAL

Real
H3.6M + MPII
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Results: adaptation from Synthetic to Real
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Results: self-adaptation from Real to UAP-H36M

[1] Moosavi-Dezfooli et al., “Universal adversarial perturbations.”, CVPR ‘17

● Universal Adversarial Perturbation (UAP) is an 
instance-agnostic perturbation that inflict a 
drop in the task performance.

+
UAP

Perturbed imageClean image

UAP-H3.6M

?

?

?

UAP-H3M Evaluated on 
UAP-H3M

Real
H3.6M + MPII
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Results: self-adaptation from Real to LR-3DPW

LR-3DPW

??

?

● Low resolution (LR) images inflict a drop in task 
performance.

Low-res imageNormal image

LR-3DPW Evaluated on 
LR-3DPW

Real
H3.6M + MPII
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Results: qualitative comparison

LR-3DPW UAP-H3MReal
H3.6M + MPII

Real
H3.6M + MPII ThermalReal

H3.6M + MPII
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Qualitative results: adaptation from Synthetic to Real

Real
H3.6M

Real
3DPW

Real
Internet



Goal task Problem Setting Motivation Approach Key Results SummaryGoal task Problem Setting

● We propose a self-supervised domain adaptation framework that relies only on silhouette supervision.

Summary

● We develop a series of convolution-friendly and differentiable spatial transformations in order to 
disentangle a topological-skeleton representation from raw silhouettes.

● We devise a Chamfer-inspired spatial alignment loss via distance map computation, effectively avoiding any 
gradient hindering spatial-to-pointset conversion.

A step towards next generation deployment friendly (i.e. self-adaptive) human mesh recovery systems.



Thank You!

Aligning Silhouette Topology for Self-Adaptive 
3D Human Pose Recovery

Please check our project page for more details

https://sites.google.com/view/align-topo-human


