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Reinforcement Learning from Pixels

High dimensional observation  
Lower sample efficiency Challenge:

Limited interaction with 
the environment



Previous Sample-Efficient RL Methods

Auxiliary task
Help state 

representation learning

Problem: Limited experience is still deficient in the representation learning.

Image augmentation
(e.g., RAD [5], DrQ [6])

Increase data diversity 
from appearance

Instance discrimination (e.g., CURL [1])

Predicting future states (e.g., SPR [2])

Image reconstruction (e.g., Yarats et al. [4])

Predictive Information (e.g., CPC [3])

Crop, shift, intensity, …

…
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Our Idea

Sample efficiency ↑ ↑
Create some virtual 

“experience”
Boost representation 

learning

• Problem: limited experience

• Our idea:



Proposed Method

Illustration of the proposed PlayVirtual.

Forward-backward with 
random sampled actions

Generate virtual trajectories

Enrich “experience” & boost 
representation learning



Proposed Method

Our Cycle Consistency Definition:

Cycle loss: 



Proposed Method

Overall Objective:

- RL loss: The loss of Rainbow [7] or SAC [8].
- Prediction loss: The loss of forward prediction using real trajectories like SPR [2].
- Cycle loss: Our proposed cycle loss using the virtual trajectories.
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Ablation Study

Table 1: Effectiveness of PlayVirtual. 



Comparison with the State-of-the-arts

Table 2: Scores achieved by different methods on discrete-control benchmark Atari-100k. 



Comparison with the State-of-the-arts

Table 3: Scores achieved by different methods on continuous-control benchmark DMControl. 
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