SADGA: Structure-Aware Dual Graph Aggregation
Network for Text-to-SQL

Ruichu Cai', Jinjie Yuan', Boyan Xu', Zhifeng Hao'*

' School of Computer Science, Guangdong University of Technology, Guangzhou, China
2 College of Science, Shantou University, Shantou, China
carruichu@gdut.edu.cn, yuanjinjie0320@gmail.com
hpakyim@gmail.com, zthao(@gdut.edu.cn

NeurlIPS 2021



Introduction: Text-to-SQL

- Given a question and a database, automatically generate a SQL query.

Database: Conference

id year name city
Paper Author
: id name
id name
Question: What is the location of NeurIPS ?
\/

________________________________________________

SQL query: < SELECT city FROM Conference
' WHERE name = ‘“Neur[PS” >

————————————————————————————————————————————————



Introduction: Cross-Domain Text-to-SQL

- Cross-Domain Text-to-SQL: Generalize the model to unseen database schema.

The Train Set Databases The Test Set Databases
(Database 001 ) i Database 101 )
Database 002 Database 102
Database 003 Database 103

The databases do not overlap between the train and test sets.



Core Issue: Question-Schema Linking

How to build the linking between the natural language guestion and database schema?



Core Issue: Question-Schema Linking

How to build the linking between the natural language guestion and database schema?

Question: List students over 25 years of age taught by Professor Nevo.

" 1 T
. y ." . [Profes!or e )
Database Schema: Student v id | name | age
\id first name | last name | age | -.. )

<--» Word-Table Linking
<--» Word-Column Linking



Existing Works

Matching-based, e.g., IRNet [ACL 2019]:

- Use a simple string matching approach to link the question words and tables/columns.



Existing Works

Matching-based, e.g., IRNet [ACL 2019]:

- Use a simple string matching approach to link the question words and tables/columns.

Learning-based, e.g., RATSQL [ACL 2020]:

- Apply a Relation-Aware Transformer to globally learn the linking over the guestion
and schema with pre-defined relations.



Limitations

a. The structural gap between the encoding process of the guestion and database schema;

pb. Highly relying on pre-defined string-match linking maybe result in:
(1) unsuitable linking,
(i) the latent association between question words and tables/columns to be undetectable.



Limitations

a. The structural gap between the encoding process of the guestion and database schema;

pb. Highly relying on pre-defined string-match linking maybe result in:
(1) unsuitable linking,
(i) the latent association between question words and tables/columns to be undetectable.

Question:

List students over 25 years of age taught by Professor Nevo.

Database Schema: v/ X

y A
(T)Student

(C)age
(C)last name
(C)grade

(T)Professor

(O)first_name (C)professor_id



Our Solution

We propose a Structure-Aware Dual Graph Aggregation Network (SADGA) to
perform Question-Schema Linking fully taking advantage of the global and local
structural information.



Our Solution

We propose a Structure-Aware Dual Graph Aggregation Network (SADGA) to
perform Question-Schema Linking fully taking advantage of the global and local
structural information.

Question: years /O over

List O\student} 5

O
taught O/ age of

Database Schema: \/ SV
’; “ (C)age

(C)last name

\O <«——-—>» Strong Linking

C)professor id
(O)prof — <——-» Weak Linking

(T)Professor

(C)first name



Structure-Aware Dual Graph Aggregation Network

A. Dual-Graph Construction

Structure-Aware Dual Graph Aggregation Network
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C. Structure-Aware Aggregation Schema-Graph

C.1 Global Graph Linking

C.2 Local Graph Linking
C.3 Dual-Graph Aggregation Mechanism



Structure-Aware Dual Graph Aggregation Network

A. Dual-Graph Construction
B. Dual-Graph Encoding

C. Structure-Aware Aggregation

C.1 Global Graph Linking

C.2 Local Graph Linking

r

.

Question-Graph

Fe

Schema-Graph

S

~\

C.3 Dual-Graph Aggregation Mechanism

Structure-Aware Dual Graph Aggregation Network




A. Dual-Graph Construction

Take the word taught as a example: Take the column professor as a example:

i C)professor
List students over 25 years of age taught by Professor Nevo. (O)profe * (C)professor id

© 0 000000 Q -------- -0 o Qo o) (Otar name
""""""""""""""""" i (C)name“:...:b""'---- ' O

(Clausal Modifier of Noun) -» T1-order Word Distance O'." --» Primary-Foreign Key

--» 2-order Word Distance (C)age O (T)Professor -->» Table-Column Match
--» Dependency Parsing Same Table Match

- Cross-Graph Relations

Word-Table: Exact String Match, Partial String Match

Word-Column: Exact String Match, Partial String Match, Value Match



Structure-Aware Dual Graph Aggregation Network

(- h

A. Dual-Graph Construction

Question-Graph Structure-Aware Dual Graph Aggregation Network

] Structure-Aware Aggregation
B. Dual-Graph Encoding o

C. Structure-Aware Aggregation Schema-Graph

C.1 Global Graph Linking g;g

C.2 Local Graph Linking

C.3 Dual-Graph Aggregation Mechanism



B. Dual-Graph Encoding

- Gated Graph Neural Network (GGNN) is employed to encode the node representation
of dual-graph by performing message propagation among the self-structure.

Question-Graph %

Gated
Graph
Neural

Qg g 25@(5; NNy

Relation Node




Structure-Aware Dual Graph Aggregation Network

(- )

A. Dual-Graph Construction

Question-Graph Structure-Aware Dupl Graph Aggregation Network

. Structure-Aware Aggregation
B. Dual-Graph Encoding o

C. Structure-Aware Aggregation Schema-Graph

C.1 Global Graph Linking

C.2 Local Graph Linking

C.3 Dual-Graph Aggregation Mechanism



C. Structure-Aware Aggregation

Given Query-Graph Y, and Key-Graph Gp, we define the Structure-Aware Graph
Aggregation to update Query-Graph G :

gf;l IIT = GraphAggr(gq, Grk)



C. Structure-Aware Aggregation

Given Query-Graph Y, and Key-Graph Gp, we define the Structure-Aware Graph
Aggregation to update Query-Graph G :

g{f IIT = GraphAggr(gq, Grk)

Structure-Aware Aggregation

Update 6723
Go?" = GraphAggr(Gg, Gs)

Update Us
G&£99" = GraphAggr(Gs, Go)




C. Structure-Aware Aggregation

Given g and Uk

— {hg}gl Gk = {hf}?zl

N the beginning,

Query-Graph

----------------------------- m
| q q
 Global Query-Graph vector | <= R, = Z,.:l h; f?

Global-Average ;

k Pooling v
W,ht)

Key-Graph

————————————————

' Relevant Score. - e = 6 (hglob

——————————————
————————————————

i -aware k(1 q | k
| Representation - h (1 eJ)W hglob T eJWkghj ;%\g

/

\____-____-____



C.1 Global Graph Linking

To learn the linking between each node and the global structure of the
, we calculate the global attention score:

___________________________

o; ; = softmax; {s; .
(e.g., Tst node in ) 5J 7 { m}



C.2 Local Graph Linking

N this phase, the node will calculate the local attention score with the

nodes of the node cross dual-graph:

———————————————————————————

| Learned Relation Feature |

__________________________ —_

t
0; jt =0 (hanq (hf —+ RZEt)T)

Bi,j,t = softmax¢ {0;j,} (t € Nj)
(e.g., Tst node in 4

_________________

and 1st node in ) ey ot |



C.3 Dual-Graph Aggregation Mechanism

Aggregate the information with

the local attention score:

————————————————————————— knelgh
' NaghborContext \/ector | - h E :/Bz 7 th




C.3 Dual-Graph Aggregation Mechanism

Aggregate the information with

the local attention score: —
————————————————————————— nelgh hk, 0=
' Naghbor@ntext \/ector | - h k Z Bi 7, th -

Apply a gate function to extract essential features
among the node self and the information:

kself
2,

k
= h'

ga’tei,j — 9 (an hl'cs'elf' hl-cn-eigh )

:' J-th Node Neighbor-aware |
i Feature toward i-th Node E 2,

‘______________—_—_—_—_—_—_—_—



C.3 Dual-Graph Aggregation Mechanism

Finally, each node aggregates the
structure-aware information from all - @ bty
nodes with the global attention score (Step 1): O *o o & i
new n ,’/’///// ~_______’_'_'___ """"
q _ k E e * | k
R =) i (i + R S RER. C?D Mz
) i O \\\\ik ol . w _
gate; = 0 (Waaie (R Y |) e ahk
Aggr new E ________________
h; - (1 — gate;) x h! + gate, x h!
We can obtain the final node representation with the structure-aware information

of the



C. Structure-Aware Aggregation

Structure-Aware Aggregation

Update Go

Go?" = GraphAggr(Gg, Gs)

Update Os

G99 = GraphAger(Gs, Go)

Learn the question-schema linking on Local Structure Level, instead of on node-level.



Experiments: Spider Datasets

- The most challenging benchmark on cross-domain Text-to-SQL.

- Contain 9 traditional specific-domain dataset, e.q., ATIS, GeoQuery:.

- Unseen databases in the test set.

- Participants must submit the models (only two) to obtain the test accuracy for the

official non-released test set.



Experiments: Results

Rank Model Dev Test

1 DT-Fixup SQL-SP + RoBERTa (DB content used) 75.0 70.9
' Borealis Al

At the time of writing, our best model has achieved i
the 3rd On the O\/e rau_ \.eaderbOard 2 RAT-SQL + GraPPa + Adv (DB content used) 75.5 70.5

Anonymous
|l SADGA + GAP (DB content used) 73.1 70.1
|\ Anonymous
Approach Dev Test | Approach Dev Test = 4 RATSQL + GraPPa + EF;D_B:o:ie_nt_us:d? " 728 608
GNN [3] 207 394 | RATSQL-HPFT + BERTlarge 693 64.4 e
Global-GNN [2] 52.7 47.4 | YCSQL + BERT-large - 653 T P =
IRNet v2 [11] 55.4 48.5 | DuoRAT + BERT-large [24] 694 654 University of Waterioo & AWS Al Labs
RATSQL [27] 627 572 | RATSQL + BERT-large [27]  69.7 65.6 e
SADGA 656 - | SADGA + BERT:-large 7.6  66.7 s W Nl
ale alesforce Research
EditSQL + BERT-base [36] 57.6 53.4 | ShadowGNN + RoBERTa [3] 72.3  66.1 (rafenal; [Sulrd Ticoae
GNN + Bertrand-DR [15] 579 54.6 | RATSQL + STRUG [9] 72.6 68.4 __ SmBoP + GraPPa (OB content used) 747 695
IRNet v2 + BERT-base [11]  63.9 55.0 | RATSQL + GraPPa [34] 734  69.6 LR, T
RATSQL + BERT-base [27] 65.8 - RATSQL + GAP [25] 71.8  69.7 : Ry SR B e e
SADGA + BERT-base 69.0 - SADGA + GAP 73.1 70.1 'Nov 20, 2020 Microsoft Research & OSU

(Deng et al., NAACL '21)



Experiments: Ablation Study

Model Easy  Medium Hard ExtraHard All

SADGA 80.6 67.7 57.6 45.8 65.6
w/o Local Graph Linking 83.5(+2.9) 64.8(-2.9) 53.4(-4.2) 38.6(-7.2) 63.2(-2.4)
w/o Structure-Aware Aggregation 83.5(+2.9) 62.1(-5.6) 55.2(-2.4) 42.2(-3.6) 62.9(-2.7)
w/o GraphAggr(Gs, Go) 83.1(+2.5) 64.1(-3.6) 52.3(-5.3) 40.4(-5.4) 62.9(-2.7)
w/o GraphAggr(Go, Gs) 79.0(-1.6) 63.7(-4.0) 50.0(-7.6) 41.6(-4.2) 61.5(-4.1)
Cross-Graph Linking in Dual-Graph Encoding 82.3(+1.7) 63.7(-4.0) 51.1(-6.5) 45.2(-0.6) 63.1(-2.5)
w/o Relation Node (replace with edge types) 79.4(-1.2) 63.5(-4.2) 54.6(-3.0) 40.4(-5.4) 62.1(-3.5)
w/o Global Pooling (Eq. 3 and Eq. 4) 82.7(+2.1) 64.3(-3.4) 54.0(-3.6) 41.6(-4.2) 63.5(-2.1)
w/o Aggregation Gate (Eq. 8, gate; ; = 0.9) 81.9(+1.3) 60.1(-7.6) 54.6(-3.0) 40.4(-5.4) 61.2(-4.4)
w/0 Relation Feature in Aggregation (R,EEJ) 79.4(-1.2) 64.3(-3.4) 54.6(-3.0) 41.6(-4.2) 62.7(-2.9)

SADGA + BERT-base 85.9 71.7 58.0 47.6 69.0
w/o Local Graph Linking 85.5(-0.4) 69.5(-2.2) 54.0(-4.0) 42.8(-4.8) 66.4(-2.6)
w/o Structure-Aware Aggregation 85.9(-0) 68.8(-2.9) 57.5(-0.5) 41.0(-6.6) 66.5(-2.5)




Experiments: Case Study

"What is the first name of every student who has a dog but does not have a cat? ”

Question: Question-Graph Schema-Graph
~
< What is the of every pmmm s , student
~ v c\é’ »w W ! (B =0.42
P eB5 E38% 5855 & ho has a dog but does not h t?  first | (F=042)
S 0588 505 $& 08T L 0w LT TR R b =03y (O)first_name
* L0 Database Schera: . C T =—l ;
student:student id- . ! N : ‘name
student:last name: Student 1 )eof '
student:first name; 0.8 .' O
student:age; id age | ... “of ”
student:sex: N S e (B = 0.02)
student:majory, W
student:advisor- 0.6 .
student:city code Question: Question-Graph Schema-Graph
have pet:student id . T
have pet:pet id; 0.4 What 1s the first name of every st o _(_ _)_ ave_pet
t:pet id: / = 0.
peﬁgeffyple- who has a dog but does not b,arve a cat ? | (B | 0.45)
pet:pet age; ,' : (T)Student
pet:weight] 0.2 Database Schema: . o |
table:student: ’ Or==7""
table:have pet ( ]( 4 ] student ©
table:pet; ; ; | O age
e 0.0 LStudent_ld pet_ldJ L first_name | age J (C)id| ______ _,I

(B =0.32)
Alignment between guestion words

and tables/columns on Global Graph Linking

Analysis on Local Graph Linking



Experiments: Case Study

"What is the first name of every student who has a dog but does not have a cat? ”

Question: Question-Graph ma-Graj
What is the first name of every (T)I\{ ave_pet
who has a dog but does not l}av'é/a cat ? : (ﬁ 0.45)
Database Schema: O N
f (.7 ) sflident .
studentid_| petid | T o ame age] o (C)id
(P =0.32)

Analysis on Local Graph Linking



Conclusion

- A Structure-Aware Dual Graph Aggregation Network (SADGA) for cross-domain
ext-to-SOL task.

- SADGA: (i) a unified graph encoding for both question and schemag,
(i) @ graph aggregation approach to consider the global and local structure
information of dual graph.

- Detailed experiments and case studies show the effectiveness of SADGA.

- We will extend SADGA to other heterogeneous graph tasks.



Thanks for Listening!

Welcome to QA for questions!

Our code is available at:



