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Why Positional Encoding?

Attention is all you need, Vaswani et al. NIPS 2017
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Existing Positional Encoding Methods

● Learnable embedding for discrete positions
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Existing Positional Encoding Methods

● Learnable embedding for discrete positions

● Sinusoidal positional encoding

● Relative positional encoding

Shaw  et al. NAACL 2018



Learnable Fourier Feature Positional Encoding

Design objectives

● Positions as continuous-valued vectors

● Including inductive bias such as L2 distances

● Learnable & composable
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Acquire D-dimensional Fourier features:

Given an M-dimensional position:
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Experiments

● Image generation

● Object detection

● Image classification

● Widget captioning



Image Generation
Benchmark: 
● Reformer on ImageNet64 [Kitaev et al. ICLR 2020]
● Images with 64x64 unique 2D pixel positions 



Object Detection
Benchmark: 
● DETR on MS COCO 2017 [Carion et al. ECCV 2020]
● Image feature maps with 42x42 unique 2D positions

Generalization on unseen image sizes



Image Classification
Benchmark: 
● ViT-B/16 on ImageNet and JFT(300M) [Dosovitskiy et al. ICLR 2021]
● Image feature maps with 14x14 unique 2D positions

Trained & validated on ImageNet 
Embed-1D: Precision@1=73.6%
Learnable-Fourier+MLP: Precision@1=74.5%

Pretrained on JFT and 5-Shot Learning on ImageNet
Embed-1D: 64.206%
Learnable-Fourier+MLP: 74.732%



Widget Captioning
Benchmark:
● Widget captioning [Li et al. EMNLP 2020]
● Sparse spatial UI layouts with 100x100x100x100 4D positions



Performance on Unseen Positions
in Widget Captioning



Conclusions

● A novel approach for positional encoding based on learnable 
Fourier features.
○ Positions as continuous-valued vectors
○ Bringing in inductive bias such as L2 distances
○ Learnable & composable

● Extensive experiments based on a range of multi-dimensional 
spatial tasks.

○ Image generation
○ Object detection
○ Image classification
○ Widget captioning
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