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Brief History of Conversational Systems

TV Voice Search l
- L2 e

Apple Siri (2011) Google Assistant (2016)

@ IRMWATSON
DARPA CALO Project

Keyword Spotting (e.g., AT&T)

System: “Please say collect, calling card, 2017
person, third number, or operator” Early 2000s
ﬁ Microsoft Cortana Amazon Echo/Alexa
Intent Determination (2014) (2014)
Early 1990s (Nuance’s Emily™, AT&T HMIHY)

User: “Uh...we want to move...we want to change
our phone line from this house to another house”

Apple HomePod (2017) —
Facebook Portal (2019)
6
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Functionality of Conversational Systems

e ‘| have a question” D

o “What is today’s agenda?”
o “What does NLP stand for?”
e ‘| need to get this done”

o “Book me a ticket from Taipei to Hong Kong”
o “Schedule a meeting with Vivian”

[ ]
[ ]
e “What should | do?” [ Decision Support }
[ ]

Information Consumption

Task-Oriented

Task Completion Dialogues

J

o “Is this tutorial good to attend?”

e ‘| wantto chat”

Turing Test
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Task-Oriented Dialogue Systems

Designed to help users achieve pre-defined goals or tasks
Aims at fulfilling user requests with the least number of turns
Dealing with APIs or databases

Typical scenarios:

o Restaurant reservation ‘
Hotel reservation YV

© | N y
o Airplane booking R N4

o Attraction search Siri ey Cottana €l lexa
o Weather forecast

Hi, how can | help?
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Modularized Task-Oriented Dialogue Systems

Can you help me book a Eal;]l'é:ul;ls;ural DST: Dialogue
- hotel ? : '
‘ 5-star hotel on Sunday Understanding State Tracking
-
s
NLG: Natural DP: Diglogue
For how many people? Language : .
; Policy Learning
Generation
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Natural Language Understanding (NLU)

NLU: Natural W people_num=2

4[ For two people, thanks! Language DST
Understanding J
-
N )
NLG DP

NLU is a turn-level task that maps utterances to semantics frames.
e Input: raw user utterance
e Qutput: semantic frame (e.g. speech-act, intent, slots)

11
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NLU - Approaches

\
Utterance: For 2 people  thanks
Slot: O B-people O O = Slot-F1
. = Frame Accuracy
Domain: Hotel }: A
, CC
S Intent: Hotel_Book )

e Domain/Intent Detection = Classification Task
o CNN (Kim, 2014; Zhang+. 2015), LSTM (Ravuri & Stolcke, 2015), attention models (Zhao &
Wu, 2016; Yang+, 2016)

o Slot Tagging = Sequence Labelling (IOB; Inside-Outside-Beginning format)

o CNN (Vu, 2016), LSTM (Yao+. 2014; Kurata+,. 2016), RNNEM (Peng+. 2015), joint pointer
(Zhao & Feng. 2018)
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1.2 Modularized Task-Oriented Dialogue Systems

1.3 Retrieval Based Chit-Chat Dialogue Systems
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NLU - Trends & Challenges

e Joint Intent / Slot Prediction
o CNNCRF (Xu & Sarikaya, 2013), RecNN (Guo+. 2014),
joint RNN-LSTM (Hakkani-Tur+, 2016), attention-based
RNN (Liu & Lane, 2016), slot-gated (Goo+, 2018), BERT
(Chen+, 2019)

e Better Scalability
o  Cross-lingual: multilingual NLU (Schuster+, 2019, Liu+.
2019, Liu+, 2019, Li+, 2020, Qin+, 2020)
o  Cross-domain: zero-shot/few-shot fine-tuning on unseen
domains (Bapna+. 2017, Shah+, 2020, Liu+, 2020)
o Unsupervised NLU: (Su+, 2019, Su+, 2020; Namazifar+,
2020)

e Better Robustness

o  Spoken language understanding: (Huang & Chen, 2019;
Huang & Chen, 2020, Liu+, 2020)

Conversational Al Overview Generation based Conv. Al

____________________________________________

taiwanese food
U U
e O
\ \
B-type (0]
Slot Filling Intent Prediction
out
Multilingual BERT A
s $ Multllmgual BERT
,,,,,,,,,,,,,,,, Lo
it’sa 7[”7;',' Ellrl!‘[:icil}‘rlr7?\{(})}‘]7(7”.7.7} ) AR S L S
T |
Multi-lingual Code-switch data
generator o:n
77777777777777777 T» MultllmgualBERT
It’s a very sincere work ===
ffffffffffffffffffffffffffffffffff E 15( eine se 111 mmdm ~\xb 11
(a) Training (b) Zero shot Test
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Dialogue State Tracking (DST)

Hotel Book (
star=5
day=sunday)

Can you help me book a
5-star hotel on Sunday?
people_num=2 DST: Di
: Dialogue
4[ For two people, thanks! ]—‘ NLU LState Tracking

Hotel Book (
star=5
day=sunday

( ‘ people_num=2)

NLG DP

<

I\

DST is a dialogue-level task that maps partial dialogues into dialogue states.
e Input: a dialogue / a turn with its previous state

e Output: dialogue state (e.g. slot-value pairs) y
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DST - Approaches

Input Dialogue: Output Dialogue State:

USER: Can you help me book a Hotel_Book (star=5,

5-star hotel on Sunday? day=sunday) = Slot Acc /
SYSTEM: For how many people? Hotel_Book (star=5, Joint Acc
USER: For two people, thanks! day=sunday, people_num=2)

e Rule-based

o Expert-designed rules (e.g., state update by adding slot values from NLU) = Regex/ WitAl
o RNN based (Liao+. 2020)

System Output User Utterance Candidate Pair(s)
o CIaSSification DST one classifier per slot Would you like Indian food? [ No, how about Farsi food? | [ food: ndian
= requires an ontology with predefined values  [cososaini] | l ] [ Contans Romnion 6
o CONN (Mrksic’+, 2016), LSTM (Ramadan+. 2018), I T e gy
Context att (Nouri & Hosseini. 2018), Global2Local Att e .
(Zhong+. 2018), Hierarchical LSTM (Goel+. 2019), BERT TS
(Lee+, 2019; Wu+, 2020; Zhang+, 2019; Chen+, 2020) S D kg )]
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1.2 Modularized Task-Oriented Dialogue Systems

1.3 Retrieval Based Chit-Chat Dialogue Systems
0O

DST - Trends & Challenges

Generation DST
Generating the state as a sequence (Lei+. 2018) or dialogue state updates (Lin+. 2020)

CrossWOZ

ust: REF, AT DATR RIS — T F5 24557 DL E AR mig?
Hello, could you recommend an attraction with a rating of 4.5 or higher?
sys: REZITRE, BE/NZFIHLEMR A # R RAE I IR -
Tiananmen, Gui Street, and Beijing Happy Valley are very nice places.
usr: ENALTOVURA , VRFE X5 58 2 BT R 405
I like Beijing Happy Valley. What hotels are around this attraction?
sys: IRAIZ T, AAE)E, BIE)E, CHEJS -
There are many, such as hotel A, hotel B, and hotel C.

usr: KT, FIETTEAER GBI MEEEEYE, SEWXITED

O
(Dialogue history) = (slot1=val,slot2=val ...)
o Given a dialogue and a slot, generate the value of the slot (Wu+. 2019; Gao+. 2019; Ren-+,
2019; Zhou & Small, 2019; Kim+, 2019; Le+, 2020) = requires multiple forwards
(Dialogue history, slot1) = val
Scalability
o Multi-Domain (Mosig+. 2020)
MultiWoZ 2.0 =21 = 22=23= ......
o Cross-Domain: zero-shot new-domains
using natural language description
SGD: schema-guided dialogue (Rastogi+. 2019)
o Cross-Lingual: learning in English and RAZILL, SRR 217

zero-shot in other languages

Conversational Al Overview

Great! I am planning to find a hotel to stay near the attraction. Which
one has a rating of 4 or higher and offers wake-up call service?

16



https://www.aclweb.org/anthology/P18-1133.pdf
https://arxiv.org/abs/2009.12005
https://arxiv.org/abs/1905.08743
https://arxiv.org/pdf/1908.01946.pdf
https://arxiv.org/pdf/1909.00754.pdf
https://arxiv.org/pdf/1909.00754.pdf
http://alborz-geramifard.com/workshops/neurips19-Conversational-AI/Papers/51.pdf
https://arxiv.org/pdf/1911.03906.pdf
https://openreview.net/forum?id=H1e_cC4twS
https://arxiv.org/pdf/2004.10473.pdf
https://arxiv.org/pdf/1810.00278.pdf
https://arxiv.org/pdf/1907.01669.pdf
https://arxiv.org/pdf/2007.12720.pdf
https://arxiv.org/pdf/2010.05594v1.pdf
https://arxiv.org/pdf/1909.05855.pdf

1.1 Brief History of Conversational Al 1.2 Modularized Task-Oriented Dialogue Systems 1.3 Retrieval Based Chit-Chat Dialogue Systems
0O o} JOX©) 0O

DST - Trends & Challenges

e Other State Representations

- Graph = connection between entities in the dialogue (Moon+. 2019)
- Queries = SQL query as a dialogue state (Yu+. 2019)

- Data-Flow = executable program as a state (Andreas+, 2020)

(b) KG

@)

User: Where is my meeting at 2 this afternoon?
2 Q2 : Which of those dorms have a TV lounge? INFORM SQL 4 J 4
4 t rofession .
American | d & o, . / - Sy : SELECT T1.dorm name FROM dorm AS T1 JOIN has amenity as  Place(findEvent(EventSpec(start=pm(2))))
Literature , - JD Salinger T2 ON Tl.dormid = T2.dormid JOIN dorm amenity AS T3 ON
m\sgxmml z;":‘:nh T2.amenid = T3.amenid WHERE T3.amenity name = ‘TV 2 —» pm ﬂ» EventSpec —» findEvent _’
s % Lounge’
IThe Scarlet Letter | |Literacy Realisml New York Clty A2 : (Result ta‘ble Wlth many entries) Event(name=“kickoff”, place=..) “Conference Room D”
S s \ i;i:ticn Ra: VTV}?}? %P\(/mll(snfilgee:ames of dorms CONFIRM SQL Agents 2% in Conf Room D
N. Hawthorne | | 3rd-person | Catch Me If You Can ’ gent. [2.5 in Lonjerence foom L.
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Dialogue Policy Learning (DP)

Can you help me book a NLU DST
5-star hotel on Sunday? l
Hotel Book (
4[ For two people, thanks! } star=5
day=sunday
\é people_num=2)
Inform (

hotel_name=B&B) ' pp. pialogue

NLG Policy Learning

~ KB

DP decides the system action for interacting with users based on dialogue states.
e |nput: dialogue state + KB results
e Qutput: system action (speech-act + slot-value pairs)

18
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DP: Approaches

Dialogue State: System Action:
Hotel_Book ( star=5, day=sunday, people_num=2) [> inform ( hotel_name=B&B )
KB State: B

rest1=B&B

e Supervised Learning: learning ‘
from the paired data in the corpus @
’ i B —(srcne) - (Sor oo bye]
e Reinforcement Learning:

learning from the interaction with Observation:
. book-hotel(price=cheap,location=center)
the user (simulator)

: ;
= Task Success Rate [&@ User J Reward: +1 [ ‘a’ 1 Agent J
/ Dialogue Length

Action: request(people=")

19
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1.2 Modularized Task-Oriented Dialogue Systems
oXoX J©)

O}

1.3 Retrieval Based Chit-Chat Dialogue Systems

DP: Trends & Challenges

. RL for DP Expz?elnce Sima”;"'f =
Natural Language Dialogue State
o E2E dialogue learning (Li+. 2017) Underﬂa?:;nitedfper-ence Tracking
o Interactive reinforcement learning (Shah+. 2017, Liu+, 2017)
o Learning with real users (Liu+. 2018)+ planning (Peng+. 2018), -
more robust (Su+, 2018) é

o Hierarchical policy (Budzianowski+, 2017, Peng+, 2017) World Model J

System Action

(Policy)

l User

o Action embedding (Mendez+, 2019), meta-dialogue policy (Xu+.
2020)

Natural Language
Generation

Dialogue
Policy Learning

e User Simulator = very important for RL-based agents
o Agenda-based (Schatzmann+, 2007), reward shaping (Takanobu-+, 2019) and more....

e [earning a dialogue policy using few well-annotated dialogues
o Meta-dialogue policy (Xu+, 2020)
o Neural program synthesis for dialogues (Zhou+, 2020) = generate code for the policy, instead of
the policy it-self

20
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Natural Language Generation (NLG)

Can you help me book a \1
5-star hotel on Sunday? J NLU DST

4[ For two people, thanks! }

Inform (
NLG: Natural W hotel_ name=B&B) h
| have book a hotel Bw Language - DP
Generation J

NLG is to map system actions to natural language responses.
e Input: system speech-act + slot-value (optional)
e Output: natural language response

-

I\

SR
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NLG: Approaches

System Action System Response

inform(name=B&B) | have book a hotel B&B for you. = BLEU / Slot Error Rate

e Template-Based
inform(name=$A, phone=$B) = | found $A and their phone number is $B

o G ene I’at | on- BaSGd Inform(name=Din Tai Fung, food=Taiwanese)

semantic
o SC-LSTM (Wen+, 2015, Mei+, 2016) ([ 00100,.,1,00,..,10,0,0,0,0. Pj L
o Seg2Seq (Tran+. 2017), + tree (Dusek & Jurcicek, 2016) SLOT_NAME  serves  SLOT_FOOD :
o Structural NLG (Sharmas+. 2017, Nayak+. 2017) ﬁ ﬁ ﬁ
o  Hierarchical Decoding (Su+. 2018; Su & Chen, 2018)
o  Controllable NLG (Hu+. 2017) + style (Shu+, 2020) LH LH LH
o Datasets (Novikova+, 2016), challenge (Novikova+, 2017)

o Challenge (Dusek+, 2018) + SOTA NLG (Dusek+, 2019) [ 00> *OL-MAME  senes 5917999

. . <BOS> Din Tai Fung serves Taiwanese
e Hybrid: Template + Generation
o Rewriting simple templates (Kale+, 2020)

delexicalized sentence

22
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NLG: Trends & Challenges

e Scalability

o Few-shot domain learning for NLG (Peng-+, 2020)
o Unsupervised NLG (Su+, 2019, Su+, 2020)

[BOS] Let me confirm that you are searching for Hinton hotel in the center area [EOS]

DDDDODDDDODDO
/ =

—_——— _———;——-—;——-—:———:———'

——
O00O00C0O000CO0OO0COOOOO0
AIAIAIAIANSIAIANANAIAIAIAIAIAIANANAIAIANANAIAIANATE

Confim ( name = Hinton , area = center ) [BOS] Let me confirm that you are searchingfor Hinton hotel in the centerarea [EOS]

\ A A J
"N Y

Dialog Act System Response
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Modularized Task-Oriented Dialogue Systems

Can you help me book a Eal;]l'é:ul;ls;ural DST: Dialogue
- hotel ? : '
‘ 5-star hotel on Sunday Understanding State Tracking
-
s
NLG: Natural DP: Diglogue
For how many people? Language : .
; Policy Learning
Generation
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Chit-Chat Dialogue Systems

Designed for free-form and open-domain conversations
Aims at engaging users for a long conversations
Rare to deal with APIs or knowledge

Two types:
o Retrieval-based
o Generation-based (covered in the next section)

26
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1.1 Brief History of Conversational Al 1.2 Modularized Task-Oriented Dialogue Systems

OO0

ce

1.3 Retrieval Based Chit-Chat Dialogue Systems

Retrieval-Based Chatbots

e Task: learning a scoring function between dialogue history and response candidates

Score = f(v,u)
Vo

dialogue history vector response candidate vector

e PolyEncoder

o Pre-trained on Ubuntu+Reddit+Persona-Chat

e Blended-Skill-Talk

o Dialogue manager to choose the retriever

Pros: safer response

o predefined candidates, fluent language

Cons: poor scalability
o millions candidates

o no suitable candidate in new domains
% Viable Solution: generation-based models

Conversational Al Overview

Score
Score Dim Reduction
f
Cxt Emb‘—év—(and Emb Cand Emb
t t t
Context Aggregator Candidate Aggregator Aggregator |
t t t t
1 L
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Context Encoder Candidate Encoder Encoder
-t f ot t t t t f t t
1| fIn2| *** [in N, i1 lin 2| = N In 1 |in2 +eelin N/ [In1 fIn2/ ce|inN
(a) Bi-encoder (b) Cross-encoder
Legend Coxt Emb. )Score
t
Token Attention,
Learned Model E — TT—
mb 1 p— Embm
Parameter I 1 Cand'erh
[
Vector Query Query T
Code1 Attention| ... codem b» Attention
Attention/ Candidate Aggregator
Aggregation 2 t 1 t
Out1 | Out2 ... OutN Out 1 || Out 2 ... Out N
t t i t 1 1
Context Encoder Candidate Encoder
t f t f t f
In 1| |In2 In N, In1 In2 In, N
(c) Poly-encoder
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2.1 Baseline Vanilla End2End ConvAl 2.2 Summary of Limitations in Vanilla ConvAl 2.3 Deeper ConvAl Solutions
|_JONOXOXO) OXONOXONOXO) OXONOXONOXO)

History of Neural Conversational-Al Research

Hello, It's GPT-2 - How Can | Help

oal-oriented dialo You? Towards the Use of Pretrained
Building End-To-End Dialogue g N Language Models for Task-Oriented

Systems Using Generative (Bordes etal., 2016) Dialogue Systems ( Pawet
Hierarchical Neural Network Models Budzianowski et.al. 2019)

Learning end-to-end

(Serban 2016) End-to-End )
Task-Completion N e s
4 Dialogue Systems (g ** e
2017) | = et
A Neural Conversational A Persona-Based Neural Personalizing Dialogue Agents:
Model (Vinyals et. al. 2015) Conversation Model (Li | have a dog, do you have pets
et.al. 2016) too? (Zhang et.al., 2018)
Neural Responding Machine TransferTransfo: {A} Transfer
for Short-Text Conversation Deep Reinforcement Learning Approach for Neural e
(Shang et. al. 2015) Learning for Dialogue Network Based Conversational __— 1 —_
% % % % % Generation (Li et.al. 2016) Agents (Wolf et.al. 2019) | “Hmiry| [} (ot RW 5

Reply

Conversational Al Overview Generation based Conv. Al Challenges and Future Work
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()

2.1 Vanilla Seg2Seqg ConvAl: How

A simple 4 steps recipe:

B~

Choose the data: Human to human conversations

Choose the model: Large pre-trained language models are preferable
Train the model with the data: Supervised learning

Evaluate your model: Automatic or human evaluation

Generation based Conv. Al
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2.1 Vanilla Seg25eq ConvAl: Datasets

Humani: Ok, I'll try that.
Human?: |s there anything else bothering you?

Human1: Just one more thing. A school called
me this morning to see if | could teach a few
classes this weekend and | don’t know what
to do.

HumanZ2: Do you have any other plan this
weekend?

HumanT: I'm supposed to work on a paper
that’s due on Monday.

Generation based Conv. Al

Human-to-Human Conversations:
e Daily Dialog

Ubuntu Dialogue Corpus

Twitter Conversations

Reddit Conversational Data
OpenSubtitles

These datasets are pre-processed
to have only 2 speakers = usually
Nno more than 2 turns
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2.1 Vanilla Seg2Seqg ConvAl: Models

[ 1 |[am ] |fine| |and | |[you]|| 2 | |EOS]

£+ ¢ ¢ 4+ 4

Encoder ]—> Decoder

4 4 i 4 4 4 I_Ll T 4 4 4 il 4 1
[ Hi |[ ' |][ Hi]|[how][are][you]|[ 2 [sos|[ 1 |[am ] [fine]| [and]| [you] [ 2 |

Vanilla Seq2Seq conversational model (Vinyals and Le et.al., 2015, Shang et al., 2015)

[ |[am][fine ]| [and][you]|[ 2 |[EOS]

T A S T S S

Causal Decoder

LHi | [ ][ Hi][how] [are]|[you] [ 2 |[soS][ I ]|[am] [fine]| [and]| [you] [ 2 ]

Causal Decoder (Wolf et.al. 2019 ,Radford et.al. 2018)

Conversational Al Overview Generation based Conv. Al Challenges and Future Work
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2.1 Vanilla Seg2Seqg ConvAl: Models

Lt |[am][fine| [and|[you]| [ ? |[EOS]
¢+ ¢ 4+ » 4+ @

Encoder ] Decoder

LHi | [ ! |[Hi|[how]| [are|[you]|[ ? | [sOs|| I |[am | |fine| [and]| [you]| [ ? |

Vanilla Seq2Seq conversational model (Vinyals and Le et.al., 2015, Shang et al., 2015)

[ |[am][fine ]| [and][you]|[ 2 |[EOS]

£ ¢+ 4 + 4 4 3

Causal Decoder

LHi J [t J[Hi|[how]|[are]|[you|| ? |[sOS|[ I |[am][fine]||and] |you]| ? |

Causal Decoder (Wolf et.al. 2019 ,Radford et.al. 2018)

Conversational Al Overview Generation based Conv. Al Challenges and Future Work
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2.1 Vanilla Seg25eq ConvAl: Supervised Learning

Maximum Likelihood Estimation (MLE):
= Maximizing the conditional probability of the response given the dialogue history.
= The output of conversational model is a probability distribution over the vocab.

(Target Seq.) L[ hi | [ how ] [ are | you J

P(y1,... ym) = [11q pilyi]
(Probabilities) p1 [hi] palhow] x pslare] x  pafyou]

| |
| |

| .
sofimax @ — Y logpilyd
1=1

Decoder

—logP (y1,...,Ym) = —10gHPi[yz']

36
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2.1 Vanilla Seg25eqg ConvAl: Greedy Decoding

ArgMax
/N D_‘ o .
f f .
D D

;

you

T
SOS

Generation based Conv. Al

Starts with a special token
SOS

Forward the model to
generate a distribution over
the vocabulary = Argmax to
generate a token

Provide the generated token
to the next step

Repeat until the model
generate the EOS token
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2.1 Vanilla Seg2Seqg ConvAl: Automatic Evaluation

Use the gold reference response to compute a score:
- Perplexity = how likely the model is to generate the gold response
- N-gram overlapping = BLEU etc.
- Distinct N-grams = response diversity

Response
Model Do you have any other
plans this weekend?

Scorer Score
Gold Response

What do you do in the
coming days?

38
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2.1 Vanilla Seg2Seqg ConvAl: Human Evaluation Likert

Show human judge the dialogue history, gold response and the generated response,
and ask the judge to give ratings 0-5 according to “Humanness, Fluency and
Coherence”

Response
Model Do you have any other
plans this weekend? ¥ Likert:
= ulmatn Humanness
Dialogue History Vallator Fluency
Coherency

| could teach a few
classes this weekend and
| don’t know what to do

39
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2.1 Vanilla Seg2Seqg ConvAl: Human Evaluation Dynamic
Likert

Show human judge interact with the model and ask the judge to give
ratings 0-5 according to “Humanness, Fluency and Coherence”

Model
Hi, I'm pretty good! Just listening to some Human
aerosmith, they're my fave :) whatre you
upto? | Evaluator
Model
ltalian music, nice! What do you do for Human
work? | Evaluator
Likert:
Alfter Human Humanness
conversation Fvaluator Fluency Figure from: ACUTE-EVAL (Li et.al. 2019)
Coherency

40
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2.1 Vanilla Seg2Seqg ConvAl: Human Evaluation A/B

Show human judge the dialogue history, gold response and the generated response,
and ask the judge to choose one of the three according to “Humanness, Fluency
and Coherence”

Dialogue History

Response
Model A Do you have any .
other plans this A /B Testing
weekend? Human Humanness
Evaluator Fluency
Model B Response Coherency
Human | don’t know

41
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2.2 Summary of Limitations in Vanilla ConvAl

2.3 Deeper ConvAl Solutions

000000

2.1 Vanilla Seg2Seqg ConvAl: Human Evaluation A/B

Dynamic

e Ask a human to interact with two
systems

e Ask the judge to choose which of the
response is better according to
“*Humanness, Fluency and Coherence”

e This is dialogue-level evaluation

Conversational Al Overview

Generation based Conv. Al

Hi how are you today

Hi, I'm pretty good! Just listening to some
aerosmith, they're my fave :) whatre you
up to?

| am listening to some italian music

Italian music, nice! What do you do for

work?
I'm a professional wrestler

Oh wow! I'm a construction worker, I've
been doing it since | was 16.

What do you do for a living

I'm a construction worker haha, just told
you! Whats your favorite type of food?

My favorite is garlic bread

Yum! | love mexican food, so good :) do
you have any hobbies?

| like to workout and go to the gym

We're a bit different- | love watching
nascar and ufc. They're so fun!

Hello there, how are you?

| am doing great. How are you?

| am great, | did something crazy for me
and colored my hair blue!

| have a daughter and a son who also love
blue colored balls. You should meet them
Well that neat, | got a new car my mother

gave so maybe | could see them!

It is a beautiful city. And, | try to be... Just

cannot afford a bigger house atm.

| am sorry to hear that, | feel bad going
out of town for spring break now.

Ok. | going to school in the spring for
casino manager

Well | turn 29 next week, | wonder if that
is a good age to apply as one.

My grandmother just died from lung
cancer, sucks

Who would you prefer to talk to for a long conversation?

- I would prefer to talk to

- | would prefer to talk to [SJel=EUG ¢

Please provide a brief justification for your choice (a few words or a sentence)

Please enter here...

ACUTE-EVAL (Li et.al. 2019)

Challenges and Future Work
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(Part 2) Generation Based

Deep Conversational Al

2.1. Baseline Vanilla Seg2Seq ConvAl
2.2. Limitations in Vanilla Seg2Seq ConvAl

2.3. D NVvAl Solution
. eeper ConvAl Solutions Conversational Al Overview

Challenges and Future Work
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2.2 Limitation : Lack of Diversity

Human: What are you doing today?

System: | don’t know Vanilla seg2seq that was trained
on limited datasets with MLE loss
might generate repetitive

System: | don’t know responses.

Human: What is your name?

Human: What is your favourite food?

System: | don’t know

Generation based Conv. Al
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2.2 Limitation: Lack of Consistency

Human: Where were you born?

System: | was born in Canada. Inconsistent responses generated
by a 4-layer Seg2Seq model
trained on 25 million Twitter

System: England, you? conversation snippets. Examples
from Liet al. (2016a).

Human: Where are you from?

Human: Where did you grow up?

System: | grew up in Texas.

Generation based Conv. Al
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2.2 Limitation: Lack of Knowledge

Human: What is the weather like today?
System: | don’t know, maybe sunny?

Human: | am going out to Taylor Swift's
concert today, | hope the weather is good.

System: Who is Taylor Swift?

Human: Okay, never mind.

Generation based Conv. Al

Conversational models without
external knowledge often fail to
conduct engaging conversations.

& Notloggedin Talk Contributions Create account Log in

4, AR,
a9
9 Q 9" Article  Talk Read View source View history | Search Wikipedia Q
1

o Taylor Swift *A
WIKIPEDIA Y
The Free Encyclopedia From Wikipedia, the free encyclopedia
Main page This article is about the singer-songwriter. For her self-titled debut album, see Taylor Swift (album).
Contents i i P
Taylor Alison Swift (born December 13, 1989) is an
Current events y { ) Taylor Swift

American singer-songwriter. Her narrative songwriting,
Random article ) ] ’
which often centers around her personal life, has received

About Wikipedia
Contact us widespread critical plaudits and media coverage. Born in
Donate West Reading, Pennsylvania, Swift relocated to Nashville,

Tennessee in 2004 to pursue a career in country music.
Her 2006 eponymous debut studio album was the longest-
el . charting album of the 2000s on the Billboard 200. lts third
Learn to edit
eam o,e ' single, "Our Song", made her the youngest person to
Community portal
Recent changes single-handedly write and perform a number-one song on
Upload file the Billboard Hot Country Songs chart. Swift's second
studio album, Fearless (2008), expands on country pop
styles and won the Grammy Award for Album of the Year.
Buoyed by the success of crossover singles "Love Story"
Delited chenges and "You Belong with Me", Fearless was certified Diamond
Special pages 8 i
B T by the Recording Industry Association of America. Speak
Page information Now (2010), her third studio album, blends country pop

Contribute

Tools
What links here

Swift at the 2019 American Music Awards
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2.2 Limitation: Lack of Empathy

Human: | messed up my project today.
System: What is your project?

Human: | think | might get fired...

System: Then you need to find another job!

Human: @&

Conversational Al Overview Generation based Conv. Al

Conversational models without
empathy might give the user a
bad experience.

Challenges and Future Work
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2.2 Limitation: Lack of Controllability

Vanilla models do not have any

Human: Hi, how are you? mechanism to control for:
- Response style

Model1: | am good thanks - Topics

Model?: | had really a bad day - Engagement

Model3: | am okay, how was your day? More importantly:

Model4: | am okay, | just finished my

N L . - Toxic and inappropriate
training session in the swimming pool

responses

48
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2.3 Deeper ConvAl Solutions
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2.2 Limitation: Lack of versatility

[t | [am] [fine | [and| [you| [ ? | [EOS]
£ b 4 4 & & 3
[ Encoder —> Decoder -
+
LHi | [* ]J[Hi] [how] [are][you][ 2 | [sos][ 1 |[am] [fine] [and] [you][ 2 ]

Canyou help me book a b DST: Dialogue
Language
5-star hotel on Sunday? : State Tracklng
g Understanding

N

NLG: Natural DP: Dialoque
For how many people? Language ; gu -
- Policy Learning
Generation

Generation based Conv. Al

Seg2seq models and
modularised task-oriented
dialogue system lives in
separate worlds

Seqg2seq trained with vanilla
data cannot handle
task-oriented conversations
Requires API-Generation
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2.2 Limitations of Vanilla Seg2Seq: Summary

Lack of diversity
Lack of consistency
Lack of knowledge
Lack of empathy
Lack of controllability
Lack of versatility

SRS o

These limitations of vanilla seg2seq make human-machine conversations
boring and shallow. How can we overcome these limitations and move
towards deeper conversational Al?

Generation based Conv. Al
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(Part 2) Generation Based

Deep Conversational Al

2.1. Baseline Vanilla Seg2Seq ConvAl
2.2. Limitations in Vanilla Seg2Seq ConvAl

2.3.  Deeper ConvAl Solutions
Conversational Al Overview

Challenges and Future Work
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2.2 Limitations of Vanilla Seg2Seq: Summary

1. Lack of diversity

Generation based Conv. Al
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2.3 Deeper ConvAl Solution: Diversify Responses

1. Training and Decoding strategy = Maximum Mutual Information (MMI);

A

T = argmax { logp(T|S)} = argjrﬂnax {1 =) log p(T'|S) + Alog p(S|T)
T

2. Model architecture = Conditional Variational Autoencoder (CVAE);

p(T'|S) => p(T|z, S)p(#|S)

3. More data & Larger models = Large scale pre-training; (NEXT SLIDES)
4. Decoding strategy = Top-k sampling, Nucleus Sampling; (NEXT SLIDES)

53
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2.1 Baseline Vanilla End2End ConvAl

2.2 Summary of Limitations in Vanilla ConvAl

2.3 Deeper ConvAl Solutions
{

2.3 Deeper ConvAl Solution: Diversify by large scale pretraining

Dialogue Encoder Decoder Response
History
T Initialize
BART 5 Meena BST

A B C D E ["translate English to German: That is good."

Bidirectional :> Autoregressive
"stsb sentencel: The rhino grazed
Encoder Decoder on the grass. sentence?: A rhino
is grazing in a field."
"summarize: state authorities "six people hospitalized after
A _ B _ E <S> A B C D dispatched emergency crews tuesday to a storm in attala county."
survey the damage after an onslaught
f severe weather in mississippi."

v

Text Pre-trained

Generation based Conv. Al

Meena BlenderBot

v

Dialogue Pre-trained
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2.2 Summary of Limitations in Vanilla ConvAl
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2.3 Deeper ConvAl Solutions

®@O0O000O0

2.3 Deeper ConvAl Solution: Diversify by large scale pretraining

Dialogue
History

Causal Decoder — Response

i Initialize

12x

o~

GPT-1/2/3
predigton

®

Feed Forward

®

Masked Multi
Self Attention

Text & Position Embed

DialoGPT

DialoGPT

~—

Text Pre-trained

Conversational Al Overview

Generation based Conv. Al

Y

Dialogue Pre-trained

Challenges and Future Work
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2.3 Deeper ConvAl Solution: Diversify by Nucleus Sampling

e Compared to beam search,

Beam Search Text is Less Surprising
human are more likely to

-—

sample “low probability”
tokens. 2 o

e Nucleus Sampling try to 35 zj
recover the human sampling =
process by sampling from . U
’[Op—N vocabulary V(p) V. 0 20 40 60 80 100

Timestep Beam Search
e H UMan
Z P(z|z1:i-1) > p-
eV (p) Ref: The Curious Case of Neural Text

Degeneration
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2.2 Summary of Limitations in Vanilla ConvAl 2.3 Deeper ConvAl Solutions

2.1 Baseline Vanilla End2End ConvAl
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2.3 Deeper ConvAl Solution: Diversify by Nucleus Sampling

Time step 2

. Time step 1

ZweVmp_p P(’LU| “The”) =0.94 Zweva-p P(w|“The”, “car”) — {67

o ———, i

S

0,0-...DDDDDDDDDD [
turns stops down a not the small told

nice dog car woman guy man people big house cat drives is

P(w|“The”) P(w|“The”, “car”)

Figure from: https://huggingface.co/blog/how-to-generate

Conversational Al Overview Generation based Conv. Al Challenges and Future Work
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2.2 Limitations of Vanilla Seg2Seq: Summary

2. Lack of consistency

Generation based Conv. Al
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2.3 Deeper ConvAl Solutions
o) JoXoXeoXe;

2.3 Deeper ConvAl Solution: Personalization

1. Learning speaker embedding:
a. Speaker Model

2. Conditioning on persona descriptions:

a. PersonaChat Dataset
b. Transferlransfo Model

Conversational Al Overview Generation based Conv. Al

Challenges and Future Work
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2.3 Deeper ConvAl Solution: Personalization Datasets

Persona Info Human2: Human-to-Human
_ ke to ski. Conversations + Persona

Features
e Persona Chat
e [weeter Personalized
e | earning Personalized
End-to-End Goal-Oriented

Dialog

- lam 25 years old

Human1: Hi, what do you do in your free
time?

HumanZ2: | enjoy going to the mountain
and skiing

Human1: That’s cool, you should be
young and strong for this activity!

HumanZ2: oh yeah, | am 25 (=

60
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2.3 Deeper ConvAl Solution: Personalization via
TransferTransfo Model

Dialogue History
+ —{ Decoder-only ]—> Response

Persona Description

- Fine-Tuning GPT with
conversational data
(Persona-Chat)

Word embeddings

- Formulate persona, history Position embeddings n;;;_
and rep|y in Sing|e Segmentembeddings ST T I T T T TT T IT T T LT
sequence. / T \
| like playing football . | am from NYC. "3 Hello , how are you ? —
Persona History Reply
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2.1 Baseline Vanilla End2End ConvAl
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2.2 Summary of Limitations in Vanilla ConvAl
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2.3 Deeper ConvAl Solutions
o) JoXoXeoXe;

2.3 Deeper ConvAl Solution: Personalization via Speaker Model

Dialogue  ——— Fncoder
History

—  Decoder

*

Speaker Embedding

— " Response

in england . EOS
Source Target t gt t
oog ‘oooo} }oooo‘{ 10000 /00_011 ‘OO& ‘OO_OiI ee00
| 1
[e)oXo)e] OOOO‘ ‘OOOO‘ OOOO‘ ‘OOOO‘I’:.. 1 ‘OOOOH....‘ ‘OOOOH....‘ ‘OOOO‘ ....‘
I |
where do you live EOS !Rob | in  Rob england Rob Rob
= D_Gomes25 Jinnmeow3 i \
g skinnyoflynny?2 g u.s. london | -
% TheCharlieZ england 2
g Rob_712 ¢ great v
% . Tomcoatez Dreamswalls good %"
o Bob_Kelly2 3
£ Kush_322 . 2
o kierongillen5 monday live okay =
g ¢ This_Is_Artful . tuesda ]
g The_Football Bar DigitaIDan285 Lids | stay B
(2.‘ o ° : 50 o B
Speaker Model
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2.2 Limitations of Vanilla Seg2Seq: Summary

3. Lack of knowledge

Generation based Conv. Al
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2.3 Deeper ConvAl Solution: Knowledge

o

Textual Knowledge = Retrieving knowledge from Wikipedia, news, etc.;
Graph Knowledge = Retrieving subgraph from knowledge graphs;

Tabular Knowledge = Incorporate tabular information;

Service API Interaction = Generates API query, and incorporate API returns
into the response.

Generation based Conv. Al
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2.3 Deeper ConvAl Solution: Textual Knowledge

Human: My favorite color is blue.

RGB colour model. It lies between violet and

Human-to-Human Conversations +

Wizard: Same! Blue is one of the three Textual Knowledge
primary colours. e \Wizard of Wikipedia
Human: | am trying to recall, where does o CoQA
blue fall on the spectrum of visible light"? e TopicChat
Textual Knowledge: o CMUDOG
Blue is one of the three primary colours in the o HolE

o

green on the spectrum of visible light.
Wizard: It is right between violet and
green.

Generation based Conv. Al

ConversingByReading
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{

2.3 Deeper ConvAl Solution: Models with Textual Knowledge

Dialogue

History Encoder Decoder Response

Retrieved
Knowledge

Textual

Knowledge Retrieval Methods:

- IR Systems: TF-IDF, BM25
- Neural Retriever: DPR
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O000O0

000000

2.2 Summary of Limitations in Vanilla ConvAl

2.3 Deeper ConvAl Solutions
oXoX NOXOXO)

2.3 Deeper ConvAl Solution: Knowledge: IR Systems + Model

o~

) encoded
Dialog independently
Context
--- |-------------- Transformer
D Encoder 1

Yy

=» Knowledge D

up

Two-Stage

Transformer
: .I I- Encoder 2

dialogue
+
knowledge

.................................

Transformer L3 Dialogue
Decoder Response

: v
L1y,

(Generative Transformer Memory Network

Use TF-IDF retrieves documents that related to dialogue context
Encode the retrieved documents independently
Use dialogue history as query to assign different weights to the documents
Decoder generates the response
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2.3 Deeper ConvAl Solution: Graph Knowledge

(a) Dialog 1| e recommend lassic books lik 1
S Human-to-Human Conversations +
\\ Do you prefer books by the same author or same genre? \ G raph Kn OWledge
|E| | am interested in reading classic
examples of American literature. ) O pen D | al KG
|I| ‘ Literary realism is a common genre in
classic American literature. J Y DV Kq C h a‘t
|E| \ Do you prefer First-person or Third-person narrative?
O * KdConv
.‘ Consider reading the Scarlet Letter: a novel by | C K | d A
il e Commonsense Knowledge Aware
Conversation Generation with Graph
(b) KG m The Catcher in the Rye A.t.t ent i on
e \lznf e DS e Enhancing Dialog Coherence with
Y 0% o Event Graph Grounded Content
| The Scarlet Letter | |—theracy Realism| New York City .
P, Y [ Planning
[ N. Hawthorne | | 3rd-person | | Catch Me If You Can |
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2.3 Deeper ConvAl Solution: Model with Graph Knowledge

Dialogue
History Encoder Decoder Response

:

Subgraph

Knowledge graph in triple format:

(entity1, relation, entity2) Subgraph Retrieval:

e All knowledge triples mentioned in a
dialogue (1 hop reasoning)
e Neural Retriever (multihop reasoning)

69
Generation based Conv. Al



2.1 Baseline Vanilla End2End ConvAl 2.2 Summary of Limitations in Vanilla ConvAl 2.3 Deeper ConvAl Solutions

00000 000000 ONOX NONOXO)

2.3 Deeper ConvAl Solution: Subgraph Retrieval OpenDialKG
Walker

Input Encoder Path Generation via DialKG Walk Entity Re-ranker
(Section2.2) (Section2.3)
Movie Genre Drama : i Titanic |
for each ' C: :) H
i Romance E Eq.(3) E E
: @ : mtdt“y ! Drama
! i | ) Attention ' H
Initial KG Nodes | - . (0®) |
iDiCaprio! Eq.(6) . .
(0@) Watker | kate |
! : alker Eq8) ! '
[ ! Re-ranking i @ f
"""""" J D O O I O : ;
St Cameroon

“.. recommend me ..” qy . > e |
&e‘ RIS 97 WY ™ i '
Utterance @—» e @ F . (0@ |
@ @ Walksequence | | .£ v;"—;c _____
Dialog Context mﬂ ; Labels 4
......... BLSTM i
Attention

o |:| I o I:l I over Walkable

- Take all the entities mentioned in dialogue as starting node
- Supervised learn the reasoning path over graph via graph attention
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2.3 Deeper ConvAl Solution: Tabular Knowledge

Event Time | Date Party | Agenda -
swimming act. | 3pm | the T1th | sister - Human-to-Human Conversations +
dinner 7pm | the3rd | mother - Table Knowledge
football 2pm | the 20th | mother -
lab appt. 10am | the 17th | Jeff - e SMD
e Camrest
e DADI-Dialogues
DRIVER: car when is gonna be my next swimming
activity?
CAR: your next swimming activity is on the 11th
at 3pm.
DRIVER: who is gonna attend with me?
CAR: your swimming activity is on the 11th, one at
3pm with sister
DRIVER: thank you!
CAR: you are welcome
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2.3 Deeper ConvAl Solution: Model with Tabular Knowledge

Dialogue
History Encoder — > Decoder —» Response
(e
iExampIes
Is N\
KVR Mem2Seq Neural Assistant
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2.3 Deeper ConvAl Solution: External Service API Interaction

Hi!
Hello, what can I help you with today?

I'd like to book a table for six people in an expensive price range with British food.
I'm on it!

oy Human-to-Human Conversations +

P st Briion, Hondon, $ix, Expsnsivel Table Knowledge

Actually i would prefer for four.
Sure. Is there anything else to update?

e DADI
Ok let me Iok into some aons or you. . e —
Mk e B s Cam reSt
* The Place R_address The_Place_address T ——
* The_Place R_location london .
e i MultiWWoz
CrossWoz
Schema Guided Dialogue
TaskMaster 1-2-3

* ok

The Place R rating 7
The Fancy Pub R phone The Fancy Pub_phone
The_Fancy_Pub R_cuisine british
The Fancy Pub R address The Fancy_ Pub_address
The_Fancy Pub R location london
The_Fancy Pub R availability four
2 The_Fancy Pub R price expensive
The Fancy Pub R rating 8
What do you think of this option: The_Fancy Pub
No, I don't like that.
Sure, let me find an other option for you.

What do you think of this option: The_Place

* %k

* %

Let's do it!

Great let me do the reservation.

Can you provide me the address?
Here it is: The_Place_address.

You rock! T:
Is there anything else I can help you with?

No thanks. Pr
You're welcome.
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2.3 Deeper ConvAl Solution: Model with Service API

‘ Query(restaurant_price : cheap) ]

API query (dialogue state)

Dialogue A
History \/
Language Model

| want to book a cheap
restaurant

Service API
Response <«——— —
KB Resultsk/
There are 1050 cheap 1050 matches
restaurant, which {name: pizza hut, price :cheap}

location you prefer?

Conversational Al Overview Generation based Conv. Al Challenges and Future Work



2.1 Baseline Vanilla End2End ConvAl 2.2 Summary of Limitations in Vanilla ConvAl 2.3 Deeper ConvAl Solutions
O00O0O0 OXONOXONOXO) (OXoY NOXOX®

2.3 Deeper ConvAl Solution: Model with Service AP

Book(restaurant_name : pizza hut,
restaurant_people: 3)

[ | want to book a pizza hut ] API query (dialogue state)

for 3 people

Dialogue h
History \/
Language Model

Service API

Response ~<«——— —

KB Results\/
Your booking is

successful, the reference Book: sucgess |
number is 32bhj32n Reference Number: 32bhj32n
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2.3 Deeper ConvAl Solution: Model with Service API

API query
(dialogue state)

—_— -
<« Causal-Decoder — >

Dialogue History

Response i
KB Results Service API
(¢ J
}\ Examples
4 N\
End-to-End GPT2 Neural Pipeline SimpleToD SOLOIST
—_— Dialoéue s syst;\ action' g Res';onse‘l ! output state for each token predicts the next token
CTZ____ 444ttt ettt ttet
WordGecoderaer DDDDDUDDDDDDDEDDDDDDDDDDD
- f HHTHHH HHHHH , | — ,
S"“P'eTOD QQQQQQQQQQQQ@QQQQQQ@Q.QQ..
—— ééﬁﬁéﬁiﬁﬁéééﬁéﬁﬁéﬁéﬁéﬁﬁﬁ -
wpurT‘ ‘\‘ ssssssss Se)éez::\[e\ ’\T [f:e:d‘:) )
LA A e M A A userinput  systemresponse  user input beliefstate ~ dbsearchresuts actions  delex. response s ‘@/ &
- Dialogue history  Dialogue state System action Response

4 4 4 s 4 s [ R Y Y N N

76
Conversational Al Overview Generation based Conv. Al Challenges and Future Work


https://www.aclweb.org/anthology/2020.acl-main.54.pdf
https://github.com/salesforce/simpletod
https://arxiv.org/pdf/2005.05298.pdf

2.1 Baseline Vanilla End2End ConvAl

00000

2.2 Summary of Limitations in Vanilla ConvAl

000000

2.3 Deeper ConvAl Solutions
oXoX NOXOXO)

2.3 Deeper ConvAl Solution: Model with Service API

Dialogue History

Response

APl query
(dialogue sta’[e)> -

Encoder-Decoder

Service API

KB Results

Turn

Dialogue

,nm ; cheap </Inf>

\ J
Examples
Sequicity DAMD MinTL
B, Rz Us
AN STl g et 11 e e i Ry What price range do you want for the hotel?

User,

Mach
ine,

User,

Mach
ine,

Mach
ine;

Can 1 have some Italian food please?

<Inf> Italian </Inf><Req> </Req>

What price range are you looking for?

Iwant cheap ones.

<Inf> Italian ; cheap </Inf>
<Req></Reg>

NAME_SLOT is a cheap restaurant
serving western food

< mber please .